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The time-marching approach has clear physical meaning and strict mathematical nature
and has been applied in computation of compressible flows widely and extended to many
uniform algorithms for All-Speed flows. Remedy for its weakness in the problem of
checkerboard decoupling of pressure field for incompressible flows is envisaged with the
time-marching momentum interpolation method (MIM) taken into account in this paper.
Existing preconditioning methods for suppressing decoupling and time-marching MIM
are analyzed for this purpose, and algorithms of time-marching MIM are proposed for
steady and unsteady flows and for All-Speed flows. Asymptotic analysis shows that the
supposed time-marching MIM has at least a third-order accuracy, better than the existing
time-marching coupling methods, which only have an accuracy of the same order as the
adopted scheme has. Effects of the time step sizes on the ability of the time-marching
MIM to suppress the checkerboard pressure decoupling are particularly discussed in terms
of the dual-time stepping approach, and it is revealed how the decreased sizes of either the
pseudo- or physical-time step increases the possibility of decoupling and how Choi’s mod-
ification, in which the history of the interface velocity is decided by itself instead of the
arithmetic average of the velocities on its adjacent nodes, removes the unphysical pressure
oscillation with small size of the physical time step but leads to divergence with the
pseudo-time step as well. As a remedy for the pseudo-time step, such methods are recom-
mended as implicit methods and the local-time step method with a proposed modification
of the time-marching MIM preventing accuracy loss due to very large time step size.
Numerical experiments support the theoretical analyses and show the validity of the
time-marching MIM proposed.

© 2010 Elsevier Inc. All rights reserved.

1. Introduction

The time-marching algorithm for temporal discretization is usually used in computation of compressible flows because of
its clear physical meaning and strict mathematical nature, one of the most important advantages over computational meth-
ods for incompressible flows. Thus the time-marching algorithm has been extended to All-Speed flows including incom-
pressible ones in such uniform methods as preconditioning methods [1-5] and All-Speed methods [6-8].

All those All-Speed methods, however, suffer from the classical problem of pressure-velocity decoupling, also known as
checkerboard odd-even decoupling, in incompressible calculations. A few preconditioning methods, such as preconditioned
Roe scheme [2] and preconditioned AUSMDYV scheme [5], fortunately own an inherent mechanism to suppress checkerboard
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decoupling [5,8]. Nevertheless, other original forms of preconditioned methods derived directly from the preconditioning
rules, such as preconditioned AUSM+ scheme [5] and All-Speed methods [8], do not have such a mechanism. Therefore an
additional measure, e.g. adding a first pressure-derivative smoothing term into the interface velocity as discussed in the Sec-
tions 2.3 and 2.4 or adopting staggered-grids or applying momentum interpolation in the collated grids, is needed to over-
come the decoupling problem.

In solvers specially developed for incompressible flows such as SIMPLE-series algorithms, the staggered-grids method and
the momentum interpolation method (MIM hereafter) are most used to suppress the checkerboard decoupling for a physical
solution. Although the staggered-grids method is more effective, the MIM is preferred in practice because of its easier coding
and less computational cost. The MIM was proposed firstly by Rhie and Chow [9], and has got great development for complex
geometry [10], unsteady flows [11-14], flows with a large body force [15], etc.

For the time-matching preconditioning method, however, the general practice is adding a first pressure-derivative
smoothing term into the interface mass flux or into the interface velocity [2,5-8,16] whether it is inherent or not, whereas
the staggered-grids method or MIM is rarely seen in the literature.

The MIM interests us in understanding its relationship with the general preconditioning method and in integrating it with
the time-marching algorithm to obtain an improved uniform method for All-Speed flows. An effort is accordingly tried in this
work.

The outline of this paper is as follows. Section 2 gives the governing equations and briefly reviews the All-Speed method
with a first pressure-derivative smoothing term in the interface velocity. Section 3 proposes versions of the MIM for steady,
unsteady, and All-Speed calculations with the time-marching algorithm, and particularly discusses the effects of the time
step. Section 4 makes an asymptotic analysis to demonstrate the behaviour of the time-marching MIM in the low Mach num-
ber limit, revealing its relationship with the method of adding the first pressure-derivative smoothing term. Section 5 gives
some numerical experiments to support the theoretical analysis. Finally, Section 6 closes the paper with some concluding
remarks.

2. The All-Speed method
2.1. Governing equations

For simplicity, the two-dimensional Euler compressible equations are written as
0Q OoF 0G

—+—+—=0, 1
ot Tox Ty (1)
o ,gu pv
where Q = PU 1 is the vector of conservation variables, F = | P! TP | and G = pzuu the vectors of Euler fluxes,
v puv pv*+p
pE u(pE+p) v(pE +p)
p the fluid density, p the pressure, E the total energy, and u and v the velocity components in Cartesian coordinates (x, y),
respectively.

For unsteady flows, the method of dual-time stepping is adopted in the next chapters and the governing equations should
be rewritten correspondingly as follows:

0Q OF 06  0Q
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where t is pseudo-time which marches in the inner layer of the iteration and 7 is physical time which marches in the outer
layer of the iteration.
Also for simplicity, in what follows discrete equations are given only for explicit schemes in one direction.

2.2. The general form of schemes and discussion on the dissipation terms

The numerical fluxes in many schemes can be expressed as the sum of the central terms F. and the numerical dissipation
terms Fg:

F=F.+F,, (3)

which is the general form of schemes.

Main idea of the All-Speed Roe method developed in Refs. [6-8] is to simply multiply the acoustic speed in eigenvalues of
the present shock-capturing Roe scheme by a factor f{M) to remedy its accuracy problems in the low Mach number limit,
which is derived from the idea combining the Roe and Low-Speed-Roe [6] schemes with the function of local Mach number
[7].

For the All-Speed Roe scheme, the numerical dissipation terms can be expressed as
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F dit}j = 75 Ri+%J Ai+;-1 RiJr]%.j(QiH.j -Qi)), (4)
where R is the right eigenvector matrix of % and A the diagonal matrix formed with relevant pseudo-eigenvalues:

Jz=u and 34 =u=xf(M)c. 5)

And an expression of f{M) is recommended as follows:

4+ (1-M? 1)

1+ M? ©

f(M) = min (M

Compared with the traditional preconditioned Roe scheme, in which almost all terms of acoustic speed c are modified in
both eigenvalues and corresponding eigenvector matrixes, the numerical dissipation terms Eq. (4) in the All-Speed Roe
scheme only modifies the terms of c in the eigenvalues. Rationality of this procedure has been verified theoretically with
an asymptotic analysis [8] and Hodge decomposition [17].

An advantage of the All-Speed Roe scheme is that it does not need the global cut-off strategy as required by the traditional
preconditioned Roe scheme, because it removes the unstable structure me,,)c that greatly magnifies the fluctuation of f{M)c
where its gradient is large as in the boundary layers [6]. Hence, All-Speed Roe scheme has better accuracy than the precon-
ditioned Roe scheme theoretically, and the point is supported by numerical experiments [7]. In addition, Ref. [18] shows that
the accuracy of the All-Speed Roe scheme is also better than those of the AUSM*-up scheme and the SLAU scheme.

However, Egs. (4)-(6) still suffer from the checkerboard decoupling for incompressible flows [7,8] although they are up-
wind-biased. Thus such additional procedures have to be introduced for a physical solution as adding a first pressure-deriv-
ative smoothing term, which will be discussed in the next section.

2.3. The central terms and the first pressure-derivative smoothing term

When the central terms are obtained by averaging the fluxes as:

_ 1/ F
F&=3 (F ingjr TF ,-+%,,-,R) ’ :

the All-Speed Roe scheme, as mentioned above, suffers from the problem of checkerboard decoupling [7,8]. In order to obtain
the physical pressure field, a pressure-dependent smoothing term, which is actually about the term of the first pressure
derivative as discussed in Section 4, is added to the interface velocity in the central terms according to Refs. [5,16]:

Fp- UCQH%J’ + Pi+%j7 (8)

i+l

where U, = (u,- L T Uiy _j‘R> /2 —¢2/ (p0u0)<pi+%j‘R —PH%J_J, po and up mean reference density and velocity, respectively,

Q =[p pu pv pE+p|’, and P=[0 p 0 0]".
2.4. Further analysis of the first pressure-derivative smoothing term

Eq. (8) provides an idea how to improve the preconditioned schemes without an inherent coupling mechanism.

In fact, some preconditioned schemes already have a similar inherent coupling mechanism. Ref. [5] gives such a classical
example of AUSM-family schemes as follows.

The convective flux of AUSM-family schemes is defined as:

1

u
1
LA

H i/i+1

i = (pu)

The preconditioned AUSMDYV scheme does have an inherent coupling mechanism because it inherently introduces the
first pressure-derivative smoothing term f(p; — p;+1) into the interface mass flux as follows:

Pill(s) + pia 1)+

- - Pi+Di
<H<+4> _H<+1)+H<4>_Hm) y

=a Pi/ PitPis1/Pin )

(pu)y =

+ + - - Pi—pi
(”<4> =Gy =1 + ”<1>>m
where the first component is a simple advective upwind representation of the mass flux, the second component provides a
stabilizing influence near sonic points, and the third is the pressure-dependent difference term that provides a global elliptic
smoothing effect to suppress the decoupling tendency.
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On the contrary, the original preconditioned AUSM+ scheme, which is also derived directly from the rules of precondition-
ing, does not contain a pressure-dependent smoothing term in the mass flux, so that it cannot prevent from the decoupling
problem. To remedy this, a term behaving similarly to the pressure-smoothing component of the preconditioned AUSMDV
scheme is added artificially into the mass flux for low-speed flows as:

= 1 + + - - Pi —Pin
(pu)y = (PU)g pusn + G (W) {(”(4) — My = )+ 1) m}’
where (pu); yysu, is the original AUSM+ interface flux. This artificial term will be turned off when the acoustic speed is
reached.

It can be seen that the key to avoiding decoupling in preconditioned AUSM-family schemes is to add a first pressure-
derivative smoothing term f{p; — pi+1) into the interface mass flux. In comparison, Eq. (8) is a simplified version, in which
the term f(p; — pi+1) is introduced into the interface velocity with little variation of the density in the low Mach number limit
taken into account.

Such an analysis can also be carried out for other schemes such as the preconditioned Roe scheme, in which the flux dis-
sipation terms can be rearranged into the following form as in Ref. [2]:

A(p) p 0
Alpvy) PVx i
L|Ar|AQ = ul{ A(pvy) pn+0u pvy sn+0ops j o,
A(pv;) o, k
A(pE) pH v

where du=M"Au+ [c* - (1-20)|u| — ocuM*]%, AQ=Q;—Q,, Au=Av-n, Sp=M"Ap+[c* — |u| + oauM’]pAu, c* :%
and M" = e le=e], lr

From this equation it is observed that a first pressure-derivative term f{pg — p.) is contained in the term of éu that can be
regarded as a part of the interface velocity. Thus, the preconditioned Roe scheme inherits the mechanism of Roe scheme to
suppress decoupling. Asymptotic analysis [1,8] also confirms that Roe scheme and preconditioned Roe scheme satisfy homo-
geneous pressure Poisson-type equations for discrete governing equations to suppress decoupling. It is why very little dis-
cussion on decoupling is found in the references for these schemes.

The method with Eq. (8) is simple and effective for solving the decoupling problem, but an empirical constant c, has to be
selected for specific problems, which is obviously undesirable for complex flows. Thus an improved method is needed.

As discussed in Section 1, the MIM is widely used in algorithms for incompressible flows. Because this method only mod-
ifies the central terms without involving the dissipation terms, it can be conveniently integrated into preconditioned or All-
Speed schemes. Therefore, in Section 3 the MIM is improved for the time-marching algorithm and its relation with Eq. (8) is
discussed.

3. The MIM for the time-marching algorithm
3.1. Governing equations

In the MIM, the concept of interface velocity is introduced and the governing equations (1) are rewritten as:

@ aFMIM 8GMIM B

ot ox oy 0, )
P 0 P 0

where F*M =, 53 + 8 and 6" = 51;/ + 2 ,and urand v are components of the interface velocity, i.e.
pE+p 0 pE+p 0

the velocity on the interface between adjacent control volumes. The key of the MIM is how to calculate the interface velocity.
When ug= U, Eq. (9) is reduced to Eq. (8). As will be discussed in Chapter 4, Eq. (8) could be regarded as a coarser version
of the MIM.

3.2. The MIM for single-time stepping method

For the control volume of a grid node (i,j), the following semi-discrete form of Eq. (9) can be obtained:

Qy g0 v o o)
o 7JI,J7ER,-J7<O ™ oy 0>u, (10)

where ®;; is the spatial residual of Eq. (9) and in’J is the residual excluding the pressure gradient.
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For any grid node (i,j), the velocity at any position in the control volume can be calculated by the following equations:

n-1 0 _8p
(= oy e, 5] a1
9 n-1
(oo = (oo + aeft, - ) (12)
V1ij
So can the interface velocity components u; and . For the velocity on interface (i +1,j), the corresponding formulas are:
8 n-1
(P, = (P + e 30, - —P] , (13)
0 i+5, j
0
(0o = (00, + [, 2] (14)
iy

If all terms on the right side of Egs. (13) and (14) are obtained by interpolation of values on the adjacent nodes, the inter-
face velocity is actually the interpolated value of velocities on those nodes. For example, when the second-order central
interpolation is used, the interface velocity components can be obtained as:

(uf)z+ S =0. 5(” + u1+1]> (15)
(v)fgy = 05( 2l + ;). (16)

When Egs. (15) and (16) are adopted, the corresponding fluxes defined in Eq. (9) will be very close to those in Eq. (7) in the
low Mach number limit.

o\n-1
The key of the MIM is to determine pressure gradient (("’),ilJ and (%5)“ .. by calculation while to obtain other terms by
i+3d

interpolation. With this idea, Eqs. (13) and (14) can be expanded for the time-marching MIM as:

n-1
RO RO op
1 ( ﬂ”)" ( ﬂ“) i @iy
u'ﬁ:f nl+u + At 1J+ i+1j i+1/2§ , 17
( f)H%J 2 ( H”> 2p; 20i,1 Pir1/2j {an
n-1
RO RO ap
1 ( ’”’)i' ( ’“’)m ' ("y i+1/2
(v =5 (o +vi) + At J 4 J_ i, (18)
f)HzJ 2 ( HU) 2p0; 2P Pis1y2j
where the second-order central interpolation is applied to all terms except the pressure gradient.
With Eg. (10) and the assumption p}; = p;?_j*l for low Mach numbers, Egs. (17) and (18) can be rewritten as:
-1
By By Birg]
()1, =0.5(ul +ul ;) + At J Ry I (19)
Ttk ( H”> 20 20115 Piipg
n-1

op op o

ay ). /4 0
(I/f)Pr 1= 05(1/;-1‘1» + IJ?HJ') + At ( y)u + ( y)H—].j ( }') i+1/2j 7 (20)

2p;; 20;11; Pic1/2

which are more convenient for analysis and coding than Eqs. (17) and (18) in many cases. Compared with Egs. (15) and (16),
Egs. (19) and (20) include the additional pressure-dependent smoothing term, which is actually the third derivative of pres-
sure under the assumption of constant density.

n-1
Pressure derivatives (()x)l i " and ((?y> Y _are determined by calculation. For example, the simplest formulae are:

317) Pi1j — DPij

9p PPy 21

<8x i1/2 AX (21)

<@) _ Div1/2j11/2 — Piv1j2i-1/2 (22)
ay i+1/2j Ay '

where pisq2j+12 = 0.25(pij + Pir1 + Dig+1 + Dis14+1) and

Div12j-172 = 0.25(Dij + Piy1j + Pijo1 + Pigaj1)-

In order to obtain higher accuracy especially for complex grids and to avoid the pressure checkerboard effect, it is a better
choice to utilize Gauss integral for calculation of the pressure gradient as follows:
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)

<8p) %pldl Pir1jl2 = Pijlt + Piv1jpji1plka — Pic1jago1/2kes
o0X ,+1/21 1+1/2J Si+1/2j

)

(@) _ % pidl = Piiajly2 — Dijlya + Pi+1/2j+1/2ly.4 - Pi+1/2j71/2ly~3
/i1 Singeg Sic1/2

where I,=1-1,1,=1-j, Sis1)2; is area of the surface enclosed by the dashed lines I (edges 1-4) in Fig. 1.

3.3. Discussion on effects of the time step size

For the original MIM [9], Refs. [11,12] point out that accuracy of the converged solution depends on the time step size and
propose improvements. Ref. [13] further confirms that a checkerboard pressure field may occur again if the time step size is
small and Choi’s method proposed by Ref. [11] can be used to overcome this limit. Ref. [14] also discusses this problem and
gives an improvement similar to Choi’s method.

The time-marching MIM suffers from the same problems as the original MIM. It can be easily seen from Eqs. (19) and (20),
in which the pressure-dependent smoothing term has the time step size At as its multiplying factor. Obviously, the con-
verged interface velocity is dependent on At, and more seriously, the nonphysical oscillation in pressure field might occur
when At — 0 for the effect of the pressure-dependent smoothing term tends to vanish.

In order to overcome these limits, Choi [11] proposes that the history of the interface velocity is decided by itself instead
of the arithmetic average of the velocities on its adjacent nodes. The same procedure is tried for the time-marching algorithm

with terms 0. S(u" T4 “Hu) and 0. 5(7/" Ty 1/,+”> in Eqs. (17) and (18) replaced by (uf)l+ ;and (vf),+ 1» resulting in the fol-

lowing expressions:

n-1
(1), (),
pu ). P )i (0x)i+1/2j
(u) ( n-1 +At 1,/+ Hlg , (23
f)itdi )z+ i 2pu- 2Pi+u Pit1/2j |
n—-1
mo ‘J{O ap
pv ). PV )i )i j
(yf)l+ J (yf)H J + At ( )LJ -+ ( )H]J - < ) 4 ) (24)

2p;; 20,1 Pir1/2

Such a practice, however, leads to diverged results. This fact can be explained through a mathematic analysis. Approach of a
stable converged solution of the interface velocity means that:

|0 ap{)p
Rij = RN (O P 8y0 iJ_O,

;= (W), and

(uf)1n+2
(”f)?[z (vf)pr J7

which are applied to Egs. (23) and (24) to obtain the following necessary conditions for convergence:

Ci, j+1) Ci+t, j+1)

i+1/2

Fig. 1. Grids for Gauss integral.
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(?Tﬁ)u (%5)1414‘ _ (%ﬁ)m/z.j —0

20 2pi; Pis1/2j

#)y 3y @)
& i | Wivy  \¥ g1 _0
2p;; 2014 Pit1y24

Obviously it cannot be expected that those conditions are satisfied for most flow fields. Therefore, Egs. (23) and (24) fail in
the attempt to extend Choi’s modification to the MIM for the time-marching algorithm.

Fortunately, various implicit methods of the time-marching algorithm may use remarkably increased time step sizes to
smooth the pressure field although negative effects on accuracy of converged solution may occur as well. And many tech-
niques for accelerating convergence while reaching the physical pressure field have been developed in calculation practice,
such as the local-time step method, which increases the time step sizes for all grids except the smallest ones.

For accuracy of converged solution, however, a new question arises what happens to the new dissipation when At is very
large rather than small. With a fully implicit method combined with Newton-Krylov or LU one can use a CFL (Courant-Pried-
richs-Lewy) number of 1000 or above, similarly with the new acceleration scheme of Rossow [19]. Observing Egs. (19) and
(20), it seems that a dissipation that depends on At becomes too large and smears the entire solution and might even become
unstable. In order to avoid this problem, the pressure derivatives (2 "' and <g—§> "y are redefined as follows:

1

e)x)i+%,)
<6 )n—l /)) (81)"71 (0 >n—l
ox ny o0x ny ox ny

b n-1 9 n-1 b} n-1
AN oMM 4
Y/ ik Y/ it Y/ il
where 0 < B < 1.

It means that the pressure derivatives are determined part by calculation and part by interpolation. Then, Egs. (19) and
(20) become

(25)

(26)

+(1-p)

:| calculation :| interpolation

; (28)

:| calculation } interpolation

By By @]
no=05(u +ut, . At | 21 )Jitlj  \xJit1/2j ,
(uf)H%J 0 S(UU " ul“J) +hat 2p;; - 204 Pi1/2 29)
n-1
@), G
y ). ay ) 1, ay ir1/24
(vp)ia; = 05( v + vl ) + AL S ) (30)
Tk ( Y H”) 20 20i4; Pis12j
For convenience, above equations can be rewritten by redefining At in Egs. (19) and (20):
At = min(CFL, CFLy,) - min (%7%},) (31)

where CFL is CFL number determined by the implicit method, and CFL,,;, is minimum CFL number that can suppress check-
erboard decoupling. Numerical experiments in the Section 5.1 show that CFL,,;, is of O(1). Therefore, the negative effect on
accuracy is limited within a reasonable bound for very large time step size due to implicit methods.

Another problem exists in the fact that the linear assumption, on which many usually used implicit methods like ADI-
type and LU-type methods are based, makes a large time step size lose its physical meaning for time-accurate simulations.
The local-time step method also suffers from this problem. Accordingly, the dual-time stepping approach is adopted and
modified in the next section for the MIM for unsteady simulations.

3.4. The MIM with the dual-time stepping approach

The dual-time stepping approach is usually employed to obtained time-accurate solution with large time step sizes, espe-
cially for engineering calculations, and has been extended towards low-Mach-number flows [19,20]. With the MIM, the gov-
erning equations Eq. (2) for the dual-time stepping approach can be rewritten as:
0Q OFMM  5EMIM @

o T ox oy ot

(32)

where Q, F™ and GM™ have the same definitions as in Eq. (9), and ¢ is the pseudo-time marched in inner layer of the iter-
ation and t the physical time marched in outer layer of the iteration. When At — oo, Eq. (32) becomes the single-time step-
ping Eq. (9). 22 is treated as the source term and usually discretized by backward second-order difference as:

It

% - 3Qk _ 4Qk71 " Qkfz
or 2AT ’
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Without removing the effects of the time steps, the MIM based on the governing Eq. (32) are expressed as follows:

5 5 n-1
1 15\ [@y |, By B
u)t =05l +ur +<—+ ) oy I JRRLRI 33
(f)m ( +l]> At AT {zpu 2pi+1.j Pic1jaj 33)
ap ap ap n-1

sy By By B

n n I et ij 1+1,/ i+1/2j
(0 = 05 (s + vl ) + ( 5+ M) T s I (34)

Sizes of both pseudo-time step size At and physical time step size At have effects on the MIM as shown in Egs. (33) and
(34). It will lose efficiency if the size of any time steps becomes too small. The pseudo-time step size At can be increased in
implicit methods and the local-time step method, but the physical time step size At has to be decided by physical require-
ments. Fortunately, although Choi’s method cannot be applied to the pseudo-time step as discussed in Section 3.3, it is effec-
tive for the physical time step and the correspondingly modified MIM are expressed as follows:

[é [ 0 n-1
1 1 5) {()p)u " (g)wu _ (5_5)141/2.]}

)iy =0 5(u " UHU> - (E s 20ii 2045 Piipg

+ l+ E - _4u:'<JT] + uﬁ} 4u£<+111 + uH»lJ 4( f)1+lj + ( f)1+ J (35)
At At 4AT 2AT )
n-1
P p ap
1 15\ <W) <oy> 1 ([)y)i 12
1/) 70.51/+1/ +<_+_> 1J+ i1 +1/2
(¥5)ig 1 < tm) At AT 2p;; 20,1 Pii1 2
+ l + E o _41/{'71 + U{CJ 4741111 + yﬁ” —4( f)x+1J +( f)l+ 2 (36)
At At 4AT 2AT

where the superscripts k and n are the iterative numbers of the physical time and pseudo-time, respectively. When n be-
comes large enough, ¢" = ¢*.

So Egs. (35) and (36) are the proposed time-marching MIM for unsteady simulations. It can also be formally used for stea-
dy simulations provided that both the physical time step size At and inner iteration number n are set to a very large number,
e.g. 10°%, with which Egs. (35) and (36) would be reduced to Eqs. (19) and (20).

3.5. The time-marching MIM for All-Speed flows

According to the interface velocity obtained from Eqgs. (35) and (36), the central terms of the time-marching MIM are gi-
ven as follows:

PLt PR 0
=vm _ 1 (pu), + (pu)g 1 (p). + (P)r
Fc.i+% ) (uf)zﬁr% (pv)L + (p y)R + ) 0 . (37)
(PE+p), + (PE+p)g 0

Upon considering that the MIM is undesirable and should be turned off for high-Mach-number flows, the central terms
for All-Speed flows can be expressed as combination of Egs. (37) and (7) with the function f{M) shown in Eq. (6) as the factor:

Feiy =F(MFEEy+ [1— FOM)FYRY. (38)

Consequently, the required uniform algorithm for All-Speed flows are composed of the central terms Eq. (38) and the
numerical dissipation terms Eq. (4).

3.6. The time-marching MIM for complex geometries

For complex geometries, Eq. (37) can be rewritten as follows:

Pr+ Pr 0
= 1 (pu), + (pu)g 11 () + (P
v — ), u , 39
it =2 W o) 4 o 2 0 %)

(PE+Dp), + (PE+D)i 0



7814 X.-s. Li, C-w. Gu/Journal of Computational Physics 229 (2010) 7806-7818

where Ur= &up+ &y vy, &y, &, are transformation coefficients of the grid systems, and uyand s are determined by Egs. (35) and
(36), respectively.

4. Asymptotic analysis

Asymptotic analysis is usually utilized to research the behaviour of continuous or discrete flows in the low Mach number
limit [1,8,21-23]. For analyzing a steady low-Mach-number flow, all non-dimensional variables are asymptotically expanded
into powers of the reference Mach number M :

=0+ M.+ MG + M2 + -,
where ¢ represents each of the fluid variables, i.e. p, u, v, E, or p.

For governing equations (1) for a continuous case, the velocity field is subject to a divergence constraint as the Mach num-
ber diminishes to zero:

div(u®) = 0. (40)
While in a discrete case the velocity field, as proved in Ref. [8], has such a feature as:
u?ﬂ.j - u?—lj + U?J‘n - 7/?,}'4 =0, (41)

provided that uniform Cartesian meshes and the Low-Speed-Roe or All-Speed-Roe scheme are used with the central terms in
the form of Eq. (7).

That is to say, the All-Speed-Roe scheme has the same behaviour in the low Mach number limit as the original governing
equations for a continuous case. Meanwhile, Ref. [8] also demonstrates that the All-Speed-Roe scheme does not have an
inherent mechanism to suppress the checkerboard decoupling.

For the traditional preconditioned Roe scheme, the behaviour of the discrete velocity field is shown as follows:

h} hy
L UppRaal® + —= Ayp® # 0, (42)

1
B B T e

which means that so discretized velocity field does not satisfy the zero Mach number divergence constraint as Eq. (40). How-
ever, this scheme possesses an inherent mechanism to remove the unrealistic pressure field effectively as discussed in Sec-
tion 2.4.

For the All-Speed-Roe scheme, when Eq. (8) is used, in which a first pressure-derivative smoothing term is added into the
interface velocity, a mechanism is also provided to suppress the checkerboard mode just like in the traditional precondi-
tioned Roe scheme [8]. But unfortunately, Eq. (8) also leads to non-zero velocity divergence:

0 0 0 o _
Uiy — Uiyt Vijq — Vi =

u?ﬂ.j - u?—l.j + 7’1%41 - ”?,jq =0 (pi2+1j +p1‘2—1.j +pi2.j+1 +p1‘2j—1 - 4pz'2j) = (M%)’ VPp?. (43)
For the time-marching MIM such as Eqgs. (19) and (20), with
1/9 1/9 d 1 >
2 (), 2 (5, (). 50 (a—€> ! )
X/ ij X/ i1 X) 172 X i+1/24
1 <8p> 1 <ap> (813) 1, 5 (83p>
s(50) +3(5) —(50) =z @?(FE] (45)
2 \9y ij 2 \9y ij+1 ay ij+1/2 4 ay3 412
and the local pseudo-time decided by CFL condition as
At:CFL-min(g,&>:CFL~& ifuzv, (46)
u’v u
where CFL is CFL number, it is follows that
CFL
u?ﬂ.j - u?—l.j + Z/?jﬂ - 7/:%;1 = P00 (Ax)*V*p?. (47)

In comparison, the All-Speed-Roe scheme with Eq. (8), in which the first pressure derivative is introduced into the inter-
face velocity, has a global second-pressure-derivative smoothing effect for the discrete governing equations as shown in Eq.
(43), while the time-marching MIM Eqgs. (19) and (20), in which the third pressure derivative is introduced as indicated by
Eqgs. (44) and (45), has a global fourth-pressure-derivative smoothing effect as shown in Eq. (47).

As to the cost for preventing the checkerboard decoupling, Egs. (43) and (47) show that both methods do not satisfy zero
velocity divergence condition strictly. However, the former introduces into div(u®) a spatially first-order numerical error
scaled to Ax as seen from Eq. (43). Instead, the latter introduces a spatially third-order error scaled to Ax> as seen from
Eq. (47). Therefore, from the numerical viewpoint, the time-marching MIM proposed in the paper will actually satisfy zero
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velocity divergence condition if popular second-order schemes are used. On the contrary, the error caused by the All-Speed-
Roe scheme with Eq. (8) cannot be ignored.

It should be noticed that this analysis is based on the first-order scheme and the first-order pressure difference p;.; — p; in
Eq. (8). If pis1 — p; is replaced by a higher order pressure difference pg — p; with the scheme reconstructed the same way, the
smoothing term will introduce the similarly higher order errors. Therefore, strictly speaking, Eq. (8) produces the same order
numerical errors as the order of the scheme and still cannot be ignored. On the contrary, Egs. (19) and (20) produce at least
third-order numerical errors, which can be ignored for the second-order schemes usually used for the finite volume method,
and can provide even higher order accuracy with higher order discretization of the interface pressure gradient.

According to the aforementioned discussions, Eq. (8) can be regarded as a coarser version of the time-marching MIM
for the similar mechanism of introducing pressure derivatives into the interface velocity and its lower order numerical
errors.

5. Numerical experiments

In order to examine the features of the proposed time-marching MIM, the flow past a high-load turbine blade (T106) row
is simulated at inlet Mach number 0.001. The numerical dissipation terms are adopted from Eqs. (4)-(6) of the All-Speed Roe
scheme, and MUSCL reconstruction is applied for a second-order accuracy. The DP-LUR implicit method [24] with precon-
ditioning modification for low-Mach-number flows and the local-time step method are utilized to accelerate convergence
and to help pressure-velocity coupling.

5.1. Steady simulation for inviscid flow

The steady inviscid solution of T106 blade row is obtained through the single-time stepping method with 40 x 98 grid
points in azimuthal and streamwise directions. When the interface velocity is determined by central interpolation as Egs.
(15) and (16), the pressure field suffers from serious checkerboard decoupling as shown in Fig. 2. When Egs. (19) and
(20) of the time-marching MIM are adopted and CFL number is equal to 0.01, the oscillation of the pressure field is also obvi-
ous although great improvement has been gained as shown in Fig. 3. Increasing CFL number to 2 completely removes the
oscillation of the pressure field as shown in Fig. 4. Therefore, Eqs. (19) and (20) of the time-marching MIM are effective
for avoiding unphysical solutions, but the effects are really influenced by the size of the time step. If Choi’s modification
as shown in Eqs. (23) and (24) is used, the computation diverges very soon even the physical solution in Fig. 4 is used as

Fig. 2. Pressure contours with full decoupling.
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Fig. 6. Instantaneous results with Eqgs. (35) and (36).

5.2. Unsteady simulation at Reynolds number 5000

In order to validate the necessity of including terms of the physical time derivatives in Egs. (35) and (36) for time-accurate
solution, a large eddy simulation is carried out for the unsteady flow past T106 blade row at Reynolds number 5000 with
128 x 680 grid points, numerical CFL number 2, and physical time step At =3x107°. After 50,000 physical time steps,
the periodic solution is reached. Figs. 5 and 6 give the instantaneous pressure contours by different schemes from the same
initial condition after the same number of physical time steps. The results by Egs. (33) and (34) in Fig. 5 suffer from obvious
checkerboard decoupling especially in the wake due to the small size of the physical time step, while the results by Egs. (35)
and (36) in Fig. 6 show no such problem.

6. Conclusions

In this paper, the MIM is discussed in the frame of the time-marching approach, the time-marching algorithms with MIM
are proposed for steady and unsteady flows based on single- and dual-time stepping respectively, and the time-marching
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MIM is applied to a unified algorithm for compressible and incompressible flows. Similar to the traditional preconditioning
time-marching algorithms proposed by previous authors [2,5,16], the time-marching MIM introduces a pressure derivative
into the interface velocity. The improvement lies in the fact that the time-marching MIM introduces the third pressure deriv-
ative, which leads to at least the third-order accuracy, while the traditional preconditioning methods can only reach an accu-
racy the same order as the scheme adopted.

As to the dual-time stepping approach applied to the proposed time-marching algorithms, an analysis is made to identify
the effects of both the pseudo- and physical-time step sizes on pressure oscillation and on convergence of the solution. It is
proved that Choi’s modification for pseudo-time step size fails here for leading to divergence, and that only such methods
that increase the size of the pseudo-time step as implicit methods and local-time step method can be adopted for assuring
physical solutions with a proposed modification preventing loss of accuracy due to very large time step size of implicit meth-
ods. However, Choi’s modification is still effective for the physical time step size and can be so applied to make the time-
marching algorithms adaptive for unsteady simulations. Numerical experiments are carried out to validate the analysis,
showing that the time-marching algorithms proposed in this paper are well able to suppress the checkerboard decoupling
of the pressure field for both steady and unsteady flows.
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